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ABSTRACT ~ Designing a randomized controlled clinical trial to detect differential onset of action of treatments for mood and anxiety disorders poses several challenges. The definition of onset of action must embrace both the degree of symptom reduction and the duration of reduction over time. Perhaps the most difficult aspect of the definition is the classification of subjects with symptom reduction that is not sustained. The scheduling of assessments in such a trial is critical. Unlike standard RCTs for mood or anxiety disorders, weekly or biweekly assessments could prove to be insensitive to group differences. The data analytic procedure must focus on change over time in order to detect differential onset, yet account for problems of multiplicity and attrition. Repeated statistical tests at each successive assessment time might appear to be intuitively appealing, but they require multiplicity adjustments. The data analytic approach must also be flexible enough to incorporate available data from subjects who fail to complete some assessments. The applicability of mixed-effects models and the cure model to challenges in the study of onset of action is described. Psychopharmacology Bulletin. 2009;42(2):39–46.

INTRODUCTION

Eleven antidepressants were approved by the US FDA from 1985 to 2004 (US FDA, 2007). As part of the approval process, each of these was shown to be superior to placebo. In an effort to gain a competitive advantage, sponsors have sought to show that their antidepressant has a more rapid onset of action than others. A randomized controlled clinical trial (RCT) designed to demonstrate such an advantage faces many methodological challenges. For instance, the definition of onset of action must be clearly operationalized. Is it response, defined as a predetermined percent reduction in severity, or must remission be achieved? Must onset be sustained? How often should onset be measured? Does the study focus exclusively on efficacy or do safety and tolerability have a role? The investigator must carefully consider the most appropriate of comparison group; and if an active comparator is used must a placebo also be included? The selection of a data...
analytic strategy for group comparisons is critical. It is the latter that is the focus of consideration here.

In choosing an appropriate statistical procedure, the operational definitions and other features of design must be well characterized. For instance, what is the target for the onset study? Is it probability of response, timing of onset of action, or the duration of effect? A different statistical approach might be used for each.

**REPEATED CROSS-SECTIONAL COMPARISONS**

The statistical strategies from which to choose can be grouped into cross-sectional comparisons (e.g., $\chi^2$ tests or t-tests) or longitudinal analyses (e.g., mixed-effects models and survival analyses). Perhaps the most common approach is to conduct repeated cross-sectional comparisons and to define onset as the first week of statistically significant separation. For instance, $\chi^2$ tests of weekly onset status or t-tests of weekly ratings were used to compare pindolol + paroxetine with placebo + paroxetine (Bordet et al. 1998). There are several reasons that repeated cross-sectional comparisons are suboptimal. First, the approach is sensitive to small effects with large sample sizes. Second, it is vulnerable to the ubiquitous problem of attrition. Finally, repeated tests inflate the probability of false positive results.

**Sensitivity to Small Effects**

Initially consider the sensitivity of repeated cross-sectional comparisons to small effects with large sample size. For example, 400 subjects per group would provide 80% statistical power to detect a between-group effect size (Cohen’s $d$) of $d = 0.20$. Yet few clinicians would consider a difference of 0.20 standard deviation units (e.g., 1 to 2 points on the HAMD or MADRS) to be a meaningful group difference. For that reason the protocol must define what would be viewed as a clinically meaningful effect. For example, the magnitude might be identified a priori as Cohen’s $d = 0.40$, a success rate difference (SRD; i.e., a difference in response or remission rates) of $SRD = 0.20$, or the number needed to treat of $NNT = 5$ as meaningful (see Kraemer and Kupfer, 2006). If an effect is identified that meets the a priori criterion and it is statistically significant, the finding would more likely be viewed as noteworthy.

**Multiplicity**

A further problem with repeated cross-sectional comparisons is that of multiple hypothesis tests. Multiplicity inflates the probability of a false positive result (i.e., Type I error). For instance, if hypothesis tests were conducted on weekly assessments in a six week RCT,
the probability of type I error would not be the conventionally accepted, nominal level of 0.05, but instead substantially inflated: \(1 - (1 - 0.05)^6 = 0.265\). This problem can be circumvented using a multiplicity adjustment. The so-called Bonferroni adjustment, the most common multiplicity adjustment, partitions the \(\alpha\)-level of 0.05 among the \(k\) weekly tests such that \(\alpha^* = \alpha/k\). In an RCT with \(k\) assessments over time, the alpha-threshold would be adjusted such that \(\alpha^* = 0.0167, 0.0125, 0.01\) and 0.0083 for \(k = 3, 4, 5, 6\), respectively. By invoking the adjustment, an upper limit on experimentwise type I error (\(\alpha_{EW}\)) is imposed. For example, with 6 weekly tests and an adjusted alpha of \(\alpha^* = 0.05/6 = 0.0083\), the \(\alpha_{EW} = 1 - (1 - 0.0083)^6 \approx 0.05\). That is there would be a 5% chance of false positive result, which is the scientific standard in the field.

There are two primary concerns about using the Bonferroni adjustment. First, it does not account for correlations between the weekly outcome measures. However, it has been shown that the Bonferroni adjustment is not conservative (i.e., it controls Type I error appropriately) unless the correlation is 0.60 or greater (Pocock et al. 1987; Leon et al. 2005). In the case of highly correlated successive weekly assessments (i.e., \(r \geq 0.60\)), a method that incorporates the correlation in the calculations for the multiplicity adjustment should be used (e.g., James, 1992; Leon et al. 2005; Leon et al. 2007). The second reservation about employing the Bonferroni multiplicity adjustment has to do with reductions in statistical power, which could result in false negative findings. However, this is only a problem if the sample size estimates, calculated before the trial has commenced, fail to take into account the multiple testing issue. A researcher can maintain statistical power at the design stage of an RCT with multiplicity-adjusted sample size estimates; that is, those based on adjusted \(\alpha^*\). A word of caution: this will increase the required sample size, for example, by over 50% for six hypothesis tests. As a consequence, multiple tests increase research costs, study duration and the number of subjects exposed to risk of an experiment (Leon, 2004). Alternatives to multiple cross-sectional analyses are described below in the discussion of longitudinal analyses.

**Attrition**

The third problem with the strategy of using repeated cross-sectional comparisons to identify the groups with the most rapid onset of action is that of attrition. Attrition introduces bias, reduces statistical power, feasibility and generalizability of an RCT (Leon et al. 2006). There are three general data analytic approaches to attrition: 1) analyze complete cases only 2) impute data 3) analyze incomplete data. Complete case analyses fail to adhere to the randomization strategy; that is, they do not analyze
subjects as they were randomized. Instead, self-selection plays a role in treatment assignment. As a consequence, complete case analysis is exceedingly vulnerable to biased estimates of the treatment effect.

The most common approach to imputation (i.e., replacing missing values) in psychopharmacology has been last observation carried forward (LOCF). There is no statistical theory supporting its use. LOCF has also been shown to yield biased estimates, which despite common belief, could favor either active or placebo (Mallinckrodt et al. 2004). If imputation is to be used, multiple imputation is much more appropriate (Rubin, 1987; Shafer, 1997) because inherent in the strategy is incorporating the uncertainty of the imputation process. The technical details regarding multiple imputation have been described elsewhere and are beyond the scope of this presentation. Instead, two approaches to the analysis of incomplete data are considered: mixed-effects models and survival analysis. Each analyzes longitudinal data, albeit those of markedly different configurations.

LONGITUDINAL DATA ANALYSES

Mixed-effects Models

Mixed-effects models can examine illness severity over the course of an RCT (Laird and Ware, 1982; Hedeker and Gibbons, 2006). The unit of analysis is not the subject, per se, but instead it can be the weekly or biweekly assessments within a subject. Therefore, there is no need to exclude subjects with incomplete data. Consider the mixed-effects linear regression model that is used to examine a dimensional outcome such as the HAMD, MADRS, or QIDS-SR. In an RCT, of course, group assignment is based on randomization and as a result, the cells should be fairly well-balanced at baseline. Therefore, assume baseline similarity on the primary outcome. If we further assume a linear change in severity over the course of the RCT, the treatment effect can be quantified as group differences in the rate of change over time, i.e., differential slopes. The slope represents the weekly rate of change in illness severity. If attrition can be more or less accounted for by the observed measures of outcome or observed covariates that are included in the model, mixed-effects models are an advantageous approach to the problem of attrition. Attrition of this sort is referred to as “ignorable” and with ignorable attrition, mixed-effects models can be used for valid inference (Laird, 1988).

A mixed-effects linear regression model can examine the onset of action of an antidepressant by empirically determining the timing of differential onset of symptom reduction. This would initially involve an
omnibus test of the treatment by time interaction. If this test provides evidence that there is a differential rate of decline of symptom severity at some point during the trial, post hoc tests could identify the earliest separation between groups with treatment by time interaction terms that use weekly indicator variables, as opposed to comparing linear slopes as done in the omnibus test. The fact that there are differential slopes does not reveal the magnitude, direction, or stability of the treatment effect. Three of the possible scenarios involving differential slopes consistent efficacy have been contrasted (Leon, 2001): 1) Earlier onset for one cell and superiority maintained throughout the trial 2) Earlier onset for one cell, but by the final week of the trial there is no difference between cells 3) Earlier onset for one cell, but by the end of the trial the other cell has superior performance. Therefore in reporting results, an investigator must clearly indicate the magnitude and direction of the treatment effect.

There are also mixed-effects models for categorical outcomes. For instance, a mixed-effects logistic regression model can examine weekly binary response status and mixed-effects ordinal logistic regression (Hedeker and Gibbons, 1994) can examine weekly ordinal response status (e.g., full response vs. partial response vs. nonresponder as applied in Kocsis et al. 2009).

**Survival Analysis**

An alternative longitudinal approach to examining onset of action is survival analysis, which can target the time until onset. Survival analyses will include some data from all subjects and therefore, there is no need to impute data for dropouts. The information collected on a participant who discontinues from the trial prematurely is incorporated up until the point at which the data are censored, i.e., the point at which that subject discontinued study participation and no longer provided assessments. The Kaplan–Meier product limit estimate (Kaplan and Meier, 1959) quantifies the cumulative response rates over the course of the trial. Three assumptions of survival analysis must be considered. First, it is assumed that dropout is not related to outcome, also referred to as “non-informative censoring”. This assumption if often plausible, but would be problematic if numerous subjects became so depressed during the course of the trial that they did not attend subsequent assessment sessions. Second, it is assumed that the response, once achieved, is sustained. This is undoubtedly plausible when analyses examine time until a terminal event, such as death. It is less plausible in analyses of a disorder characterized by symptoms that wax and wane. In a study of onset of action, the assumption requires that the event of interest be a state that is sustained until the end of the trial. Finally, it is implicitly assumed in survival analysis that with enough
time all participants will respond. This final assumption is clearly implausible in studies of antidepressants. Those who have not responded within six or twelve weeks are unlikely to respond without a change in intervention.

The logrank test is typically used to compare groups on response rates over time, but its applicability to the group comparison of onset of action is less clear. Consider a hypothetical example. Assume that during an RCT for depression there was no response before week 4 in either cell. Then, at week 4, 20% of those randomized to placebo responded and 50% of those randomized to active responded. The active cell clearly has higher probability of response. However, those in the active cell do not have faster onset. Yet with a sufficient sample size, these groups would differ significantly in a logrank test comparing survival curves. Hence an alternative approach is necessary for investigations of onset of action.

Cure Model

The Cure Model provides an alternative data analytic strategy. It is referred to as a mixture model in that it mixes the experience of responders and nonresponders (Boag, 1949; Farewell, 1982; Farewell, 1986; Laska and Meisner, 1992). The model separately examines the probability of response and the time to onset. The latter model is a conditional survival analysis, in that it only includes responders with sustained response.

The cure model is expressed: \( H(t) = p \ S(t) + (1 - p) \), where \( p \) = probability of response; \( S(t) = probability that time to response > t \) among subjects who respond and \( H(t) = probability that time to response > t \).

“Cure” refers to surviving beyond a fixed follow-up time with no change in status. The nomenclature stems trials such as those for analgesics, in which survival time is time until relapse (e.g., time after relief from pain; Laska and Meisner, 1992). In an RCT examining onset of action of an antidepressant, the “cured” are the non-responders, hence the nomenclature is counterintuitive for trials of onset of action for acute treatments (Tamura, Faries and Feng, 2000). Two variations on the cure model are the Cramer-von Mises statistic (Tamura, Faries and Feng, 2000) and a competing risks model (Betensky and Schoenfeld, 2001). Each assumes no more than moderate censoring.

To provide an approximation on the required sample size in a cure model, consider the simulation study of Tamura et al. (2000). In using the Cramer-von Mises approach a sample size of about 100/group needed for >80% power to detect hazard ratio of 2.0, but the sample
size depends on censor rates (i.e., the proportion who either do not respond or discontinue the study prematurely). Although this sample size might seem manageable, it assumes a hazards ratio of 2.0, which is a rather substantial treatment effect.

**Summary**

The choice among statistical strategies for an RCT that is designed to detect onset of action has been considered. The data analytic model that is selected must incorporate available data without excluding subjects with incomplete data. Both survival analysis and mixed-effects models have such capacity. Mixed-effects models can be used to empirically identify differential onset with a focus on group by time interaction. The cure model, which is a variant of survival analysis, is appealing for examining onset of action because it focuses on two critically important aspects of the response. It examines the probability of response and then, among responders, examines the time to event. Mixed-effects models and the cure model can detect differences in response rates even when initial observations of onset are simultaneous across groups. In contrast, repeated $\chi^2$ tests or $t$-tests inadequately account for attrition and, if used, must account for multiplicity and make requisite sample size adjustments. Assumptions of the cure model and mixed-effects models were described above and the plausibility of those assumptions will vary with study design and attributes of attrition.

It is important to note that a data analytic procedure cannot be selected until operational definitions are in place. The definition of onset of action must address both the degree of symptom reduction and the duration of reduction, including the classification of subjects with symptom reduction that is not sustained. Each aspect of the design and analysis of an RCT for investigating onset of action must be sensitive to differential change over time.
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